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DE FACTO STATE ACTION: SOCIAL MEDIA NETWORKS AND THE FIRST AMENDMENT

Paul Domer*

INTRODUCTION

On October 16, 2018, the world was witness to an immense shock—YouTube, the video streaming website, was down for over an hour. YouTube’s dominance on the internet could be seen in the Google (another internet giant) search trends for the same day. Google searches for YouTube normally far outpace searches for the other leading video streaming sites, Vimeo and Dailymotion. On October 16, those sites saw a huge uptick in searches. Even then they were outpaced by YouTube, with far more people searching for answers to their YouTube issues than looking for alternatives. This resulted from YouTube being down for only one hour.

The dominance of a select few social media companies on the internet raises important implications for the free flow of information and ultimately the law. Traditionally, courts have treated the right of free speech—like all
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4 See id.; Search Terms Comparison, supra note 2.
constitutioal rights in the American system—as a protection against government intrusion only.\(^5\) This limitation reflects the longstanding belief that government, given its immense power, is the primary threat to liberty.\(^6\) The exception, for when a private entity is engaged in a “public function,” has been narrowly construed by the courts.\(^7\)

Technological change has in turn changed the variables that are used in this calculus. While governments, if shorn of constitutional restraints, retain the power to censor, private social media companies arguably possess the same power. A great deal of speech, including political speech, is conducted online.\(^8\) Further, a huge amount of this activity on the internet can be traced to just five companies: Facebook, Microsoft, Apple, Amazon, and Alphabet, the parent company of Google.\(^9\) Of those, YouTube and Facebook are dedicated social media sites. Though private entities, the social media giants are the forums in which public discourse takes place. Facebook alone is host to more than two billion users\(^10\), a larger population than any country.\(^11\) Moreover, the social media entities hold themselves out as public forums where ideas can be freely exchanged.\(^12\) They have become, despite their private ownership, heavily intertwined with the very public function of speech.
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5 The Civil Rights Cases, 109 U.S. 3, 17 (1883) (“In this connection it is proper to state that civil rights, such as are guaranteed by the Constitution against State aggression, cannot be impaired by the wrongful acts of individuals, unsupported by State authority in the shape of laws, customs, or judicial or executive proceedings.”).

6 E.g., John Fec, The Formal State Action Doctrine and Free Speech Analysis, 83 N.C. L. Rev. 569, 575 (2005) (“[G]overnment exists to protect individual freedom, and for that purpose it must also be restrained.”).

7 See, e.g., Jackson v. Metro. Edison Co., 419 U.S. 345, 352 (1974) (noting that constitutional actions may only be brought against a private entity where there is “state action present in the exercise by a private entity of powers traditionally exclusively reserved to the State”).


12 See, e.g., About, FACEBOOK, https://www.facebook.com/pg/facebookapp/about/ (last visited Oct. 21, 2018) (stating its “[m]ission” is to “[g]ive people the power to build community and bring the world closer together”); About YouTube, YOUTUBE, https://www.youtube.com/st/about/ (last visited Oct. 21, 2018) (“Our mission is to give everyone a voice and show them the world.”).
“A right of free correspondence between citizen [and] citizen . . . whether public or private . . . is a natural right; it is . . . one of the objects for the protection of which society is formed, [and] municipal laws established.” Thus Thomas Jefferson described the kinds of interactions that now take place on social media, interactions necessarily involving speech. Tellingly, he mentioned that private interactions, not only those involving a state actor, were part of the natural right. Typically, however, American courts only recognize governments as threats to freedom of speech, under the state action doctrine. A case involving an exception to the state action doctrine in the realm of free speech only reached the U.S. Supreme Court in 1946. In that case, Marsh v. Alabama, a Jehovah’s Witness was arrested and convicted of trespassing for proselytizing on a public sidewalk that nonetheless was, like everything else in the “company town,” privately owned. The Court reversed, holding that the First and Fourteenth Amendments applied against a private actor if it exercised all the powers and responsibilities traditionally associated with a government—policing, utilities, and traffic control, for example. Writing for the majority, Justice Black declared, “The more an owner, for his advantage, opens up his property for use by the public in general, the more do his rights become circumscribed by the statutory and constitutional rights of those who use it.”

The Court later circumscribed the very circumscriptions of property owners’ rights. In Lloyd Corp. v. Tanner, and again in Hudgens v. NLRB, the Court severely limited the ability to claim a right of free speech in spaces open to the public but privately owned. Both cases involved protests in public shopping areas that were private property, and in both the Court reasoned that because the property owners did not exercise the level of government-like control as did the company town in Marsh, the exception to the state action doctrine did not apply. The Court did uphold a challenge to private speech restrictions in PruneYard Shopping Center v. Robins, but only because it deferred to the California Supreme Court’s broader interpretation of that state’s constitution.

The line of cases stretching back to Marsh all involved access to privately owned physical spaces. The rise of the internet has created new quandaries. Is the internet akin to a privately owned shopping space open to the public? Or is it that the modern public forum is, at the very least, a “digital company town,” and thus where constitutional protections apply? The Court has not
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yet taken a case involving free speech on the internet in a dispute between private actors. In 2017, it did take a case involving state-imposed restrictions on access to social media. In *Packingham v. North Carolina*, the Court struck down a state law banning registered sex offenders from using social media.\(^{22}\) Writing for the majority, Justice Kennedy declared access to public forums a “fundamental principle of the First Amendment” and social media as the primary place for exchange of views in the modern world.\(^{23}\) But that case explicitly dealt with government action, and whether the internet should be considered a public forum in speech disputes among private actors was left unresolved. The lower courts have produced rulings both in favor\(^{24}\) and against\(^{25}\) the proposition that the state action doctrine is less strict when dealing with the internet.

It is almost indisputable that the internet serves an indispensable role in modern public discourse. Social media stands out among online content for both its size and scope. Within the United States, more than 60% of internet users—nearly 170 million people—use Facebook,\(^{26}\) and some 58% of Americans use YouTube.\(^{27}\) And Americans do not just use those sites for finding friends and watching cat videos. In 2017, 43% of Americans frequently got their news online, to the detriment of traditional sources such as television.\(^{28}\) Some 45% of Americans get at least some of their news from Facebook alone.\(^{29}\)

This reliance on social media has had an immense impact on the political sphere. Political campaigns have turned to “microtargeting”—gathering data on individual social media users and then targeting advertisements specifically at those individual users.\(^{30}\) President Barack Obama’s campaign made widespread use of microtargeting to get out the vote in support of his reelection in 2012.\(^{31}\) The social media presence of Donald Trump’s cam-


\(^{23}\) *Id.* at 1735.


\(^{29}\) Shearer & Gottfried, *supra* note 27.


campaign in 2016 is already notorious, but it was undoubtedly effective. Microtargeting by the Trump campaign focused on key swing states like Michigan and Wisconsin. The Trump campaign focused nearly half of its spending on digital media, and its social media microtargeting has been shown to have boosted voter turnout among Republican ranks.

Social media sites recognize their influence, and they have sought to exercise a level of control over speech on their platforms akin to government regulation. Among social media sites, Facebook stands out for its sheer size. Facebook recognized the political impact advertising on its site had, and after the 2016 election required “Paid for by” disclosures on political advertisements on its site. Federal law already requires such disclosures for political ads in traditional media; now the same has been achieved for a huge portion of online political advertising, initiated by a private actor, not the government. With regard to all forms of content on its site, Facebook imposes its “Community Standards,” which prohibit any language attacking “protected characteristics” such as race or gender. In contrast, the Constitution precludes the government from any content-based restrictions on speech outside a few narrow categories like defamation. For the millions of Americans who use Facebook regularly, they are entitled to less freedom of speech on that platform than they are accustomed to elsewhere, and entirely at Facebook’s discretion.

Access to social media platforms is no small matter for modern discourse. Some commentators have explicitly called Facebook a “company town,” and more importantly have pointed out that joining this modern social commons is hardly optional for anyone wanting a public voice. This digital company town has few precedents, making it difficult to fit a right of access to social media into existing jurisprudence. The closest historical parallel may be Hollywood in the era of the Hays Code, during which all films produced in the United States had to meet the moral standards of a small

---


33 Liberini et al., supra note 8, at 1–2, 5.


cadre of censors who operated completely free of the government. This had a stultifying effect on American cinema for decades, but even then it was restricted to a single medium. Social media’s reach in modern times is even more pervasive.

Objectors might claim that social media companies have their own free speech rights that would be curtailed if they could not control their own content. They would be right—if social media companies counted as publishers. But the social media giants of today do not hold themselves out as publishers. Facebook and YouTube alike advertise themselves as places where the user, not the company, can produce and post content. This self-image comports nicely with the law, for since 1996 a federal statute defines online content hosts as not being publishers and immunizes them from any kind of civil liability. If social media sites are not publishers in any other respects, there is no reason to treat them as such for freedom of speech purposes.

This Note argues that the social media companies fit into the historical exception to the state action doctrine established in Marsh, such that the largest social media companies, given their power, should be considered public forums despite their private ownership. Therefore, those companies, though private, could be subject to First and Fourteenth Amendment claims of violating the right of free speech. Part I of this Note surveys the history of the public forum element of the state action doctrine in free speech cases. Part II will look at the scope of the social media companies’ role in speech and why it should thus be subject to free speech protections. Part III will consider some objections to this proposed extension of the law.

I. THE STATE ACTION DOCTRINE, PRIVATE ENTITIES, AND FREE SPEECH

Generally, the courts recognize that only government actors can infringe constitutional rights, a stance designated the “state action doctrine.” If the actor that allegedly violated a plaintiff’s rights is not connected to the state, then the plaintiff’s claims fail, regardless of the rights at issue or the nature of the alleged infringement. In the area of free speech, the courts have recognized certain instances where claims of constitutional violations can be brought against private actors in spite of the state action doctrine. In such cases, the issue was less the speech itself than the purported right of access to a forum for the purpose of speaking. Different lines of cases have touched
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on access to physical spaces and, more recently, the internet. These forums will be discussed in turn.

A. Access to Privately Owned Public Places

Private owners of public places can be held to constitutional guarantees of free speech in certain circumstances. The Supreme Court has upheld this principle, but it has limited its scope to instances where the private owner is acting like a government. This limitation is based on a respect for the private owner’s right of free speech, with the decision to exclude certain speakers itself considered speech.

The first notable case on this issue was Marsh. The town of Chickasaw, Alabama, was a “company town,” owned and operated by Gulf Shipbuilding Corporation. The town had residences, shops, and streets like any other town, and was fully accessible to the public. It was policed by a county sheriff’s deputy who, when patrolling the town, was paid by the company. Thus there was “nothing to distinguish them from any other town and shopping center except the fact that the title to the property belonged to a private corporation.”

A Jehovah’s Witness, surnamed Marsh, sought to distribute religious literature on the sidewalks of the town’s main business district. She was informed that she could only do so with a permit, that no permit would be forthcoming, and that she must leave the premises. Upon her refusal, she was arrested by the deputy employed by the company. She was subsequently convicted in state court for trespassing and appealed, arguing that the ban on her presence in the town violated her rights to freedom of the press and of religion, as protected by the First and Fourteenth Amendments.

Marsh ultimately appealed to the Supreme Court. There, Alabama argued that the conviction was valid, as the town was legally private property, and so under the full control of its owner; the Alabama court had rejected any contention that constitutional protections applied in the case. The Court disagreed, finding that the private ownership of the property was not the end of the matter. Writing for the Court, Justice Black declared, “Own-
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ership does not always mean absolute dominion." He justified this by saying, "The more an owner, for his advantage, opens up his property for use by the public in general, the more do his rights become circumscribed by the statutory and constitutional rights of those who use it." For example, the private owners of roads and bridges could not block access to certain individuals, as the properties in question serve a public function. Just as the state permitted some private entities to operate roads and bridges, so had Alabama allowed a private company to operate an entire town. Citizens of company towns had no less constitutional protection than did citizens of other towns. Under those circumstances, individuals are protected in their freedom of speech and religion, even against private entities. Justice Black concluded, "When we balance the Constitutional rights of owners of property against those of the people to enjoy freedom of press and religion, as we must here, we remain mindful of the fact that the latter occupy a preferred position."

It is important to note that the private entity's infringement of another private individual's rights ultimately rested on intervention by the state. Marsh was arrested by a deputy sheriff who was paid by the private company but was nonetheless an agent of the government. Her punishment for trying to hand out religious literature in the town was not just forced removal from the premises, but a criminal conviction in the courts of Alabama. Indeed, it was Alabama, not the company, that was the respondent in the case. The private party seeking to restrict another private party's access to a public forum was ultimately dependent on state action. One private actor's restrictions against another were meaningless without enforcement by the state. In other cases, the Supreme Court held that private action could violate constitutional rights precisely because of the necessary involvement of the state.

The next time the issue of access to a privately owned public place came before the Court, the connection to state action was even more tenuous, and yet the Court found a constitutional violation. A union protest was held in the parking lot outside a supermarket located in the Logan Valley Mall in

_concurring opinion. See id. at 510–11 (Frankfurter, J., concurring); id. at 512–17 (Warren, C.J., Reed and Burton, JJ., dissenting).
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Pennsylvania. The owners of both the mall and supermarket sought an injunction against the picketers, arguing they were trespassing. The Supreme Court of Pennsylvania upheld the injunction solely on the grounds that the mall was private property, and thus the picketers were trespassing.

The U.S. Supreme Court reversed, finding that the freedom of speech of the picketers had been violated. Writing for the majority, Justice Marshall found the similarities with *Marsh* to be “striking.” As in *Marsh*, the Logan Valley Mall had the attributes of a “business district”: it included several businesses and was freely accessible to the public. The key difference with *Marsh* was that the owners of the mall in *Amalgamated Food Employees Union Local 590 v. Logan Valley* did not offer any municipal services. However, Marshall noted that the holding in *Marsh* discussed constitutionally protected activity in a commercial area. In that regard, there was no difference between *Marsh* and *Logan Valley*, as both cases involved expressive activity in a commercial area that was privately owned but publicly accessible. Given this, “the State may not delegate the power, through the use of its trespass laws, wholly to exclude those members of the public wishing to exercise their First Amendment rights on the premises,” provided that the exercise was “generally consonant with the use to which the property is actually put.” The picketers were protesting the way in which that store was being operated, so their protest was “consonant” with its use; Marshall declined to opine on whether a protest unrelated to activity in the store would be protected. Requiring the picketers to remain on the public roads outside the shopping mall would “substantially hinder the communication of the ideas which petitioners seek to express to the patrons of [the supermarket].” Marshall concluded by quoting Justice Black in *Marsh*, declaring once again that ownership was not “absolute dominion.”

For his part, Justice Black dissented from the majority in *Logan Valley*, stating bluntly that his opinion in *Marsh* was “never intended to apply to this kind of situation.” Black’s dissent noted that the premises involved in *Marsh* were an entire town, not merely a single store therein. Moreover, the picketers in *Logan Valley* had conducted their protest in the loading area of the supermarket, a much more limited—and much more private—space.
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than the one in Marsh.\textsuperscript{78} Black insisted that the correct reading of Marsh was to treat private property as if it were public only if the private property had “all the attributes of a town,” including “residential buildings, streets, a system of sewers, a sewage disposal plant and a ‘business block’ on which business places are situated.”\textsuperscript{79} In subsequent cases, Black’s more limited view would become the doctrine of the Court.

Just four years later, the Court faced a situation almost identical to that of Logan Valley but came to the opposite conclusion. In Lloyd Corp., a mall sought an injunction against individuals who had been distributing handbills in protest of the Vietnam War in the public areas of the mall.\textsuperscript{80} The lower courts had found the mall to be a public forum akin to those in Marsh and Logan Valley and found the injunction violated the protestors’ First Amendment freedoms.\textsuperscript{81} However, the distribution of antiwar handbills was totally unrelated to the normal use of the mall, presenting a question different from that in Logan Valley.\textsuperscript{82} Additionally, the mall in Logan Valley was in an isolated area and so “no other reasonable opportunities for the pickets to convey their message to their intended audience were available.”\textsuperscript{83} Given that publicly owned sidewalks were just outside the mall, the protestors had an alternative forum in which to express their message.\textsuperscript{84} Nor was the Court faced with a company town as in Marsh.\textsuperscript{85} The majority pronounced that the “Court [had] never held that a trespasser or an uninvited guest may exercise general rights of free speech on property privately owned and used nondiscriminatorily for private purposes only.”\textsuperscript{86} As such, the mall’s desired injunction against the handbill distribution did not violate the First Amendment rights of the distributors.\textsuperscript{87}

Mirroring Justice Black, Justice Marshall—the author of the majority in Logan Valley—dissenting in Lloyd Corp. He found the mall in question to be much like a business district as described in Marsh and Logan Valley, given that it was viewed as such by the local municipality.\textsuperscript{88} The shopping center in Lloyd Corp. had often allowed nontenants and nonshoppers to host events and marches on its premises, meaning it had clearly been held out as a public forum.\textsuperscript{89} As public entities increasingly outsourced more areas and services to private ownership, the clashes with the First Amendment would continue,
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and if mere private ownership meant the First Amendment could not apply, then “free speech [would become] a mere shibboleth.”

While *Lloyd Corp.* did not explicitly overrule *Logan Valley*, the end came two years later in *Hudgens*. The National Labor Relations Board (NLRB), relying on *Logan Valley*, had sanctioned a mall owner for restricting employees of a store in the mall from holding a strike march on the premises. The NLRB concluded that such a restriction was a clear violation of the strikers' free speech rights. The Court invoked Black’s dissent in *Logan Valley* for a narrower understanding of *Marsh*’s application of the First Amendment to a private actor. The majority pointed to cases involving the regulation of speech by local governments, all of which noted that the First Amendment protected against government action. Ultimately, the Court held that, except in the unique instance of a company town as found in *Marsh*, “the constitutional guarantee of free expression has no part to play in a case [involving private action].”

When the Court did uphold a free speech challenge to a private restriction in the wake of *Hudgens*, it did so only because a state constitutional provision provided the rationale. In *PruneYard*, several high school students who were taking signatures for a petition on the grounds of a public shopping center were forced to leave by a security guard, citing the center’s policy against expressive activity not related to mall business. The students filed suit against the center, arguing that their free speech rights under the California Constitution were being violated. The California Supreme Court agreed on the grounds that the California Constitution recognized a right of free speech generally, which was enforceable even against a private entity. The shopping center pointed to the Court’s holding in *Lloyd Corp.* and asserted that no free speech claims could be brought against them as a private entity. The U.S. Supreme Court disagreed with the center and upheld the decision of the California court. Writing for the majority, Justice Rehnquist stated, “Our reasoning in *Lloyd*, however, does not *ex proprio vigore* limit the authority of the State to exercise its police power or its sovereign right to adopt in its own Constitution individual liberties more expansive
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than those conferred by the Federal Constitution." Thus, California could allow its citizens rights to expressive activity on certain privately owned premises, subject only to the federal Constitution’s limits on the taking of private property without just compensation. There was nothing in the case to suggest that allowing the students to collect signatures at the shopping center would have interfered with its normal business. PruneYard Shopping Center could only make such “time, place, and manner regulations that [would be necessary to] minimize any interference with its commercial functions.”

Justice Marshall concurred and in his opinion recalled his earlier opinion in Logan Valley. To Justice Marshall, open-air shopping centers like in that case and in PruneYard were open to the public in a general manner akin to streets and parks. As such, the owners’ property rights were not infringed upon, and the free speech interests of the students rightly won out. Like Justice Marshall, all the other Justices concurred in the judgment, but other concurrences were not as full of praise for the majority. Justice Powell concurred on the understanding that the decision was limited only to shopping centers of the open-air design, fully accessible to the public, such as the one in question. He was concerned that construing the decision more broadly might result in private property owners being forced by the state to accommodate views with which they disagreed.

Such concerns reflected the very limited concept of the public function exception to the state action doctrine in place since Hudgens, which remains the law to this day. This particular line of cases all related to the right of access to physical spaces for free speech purposes. In each case, the property rights of the private owners were at stake, but so were the rights of the owners to control expression that might be imputed to them by virtue of it occurring on their property.

B. Right of Access on the Internet

The recency of the internet has given the courts little opportunity to address the freedom of speech with regards to the internet, with only two cases reaching the Supreme Court in the past two decades. Given the nature of the internet, and social media in particular, the extension of the__
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public forum to allow free speech suits against privately owned entities may yet be possible.

In *Packingham*, the Court held that laws restricting access to online social media were an infringement of the First Amendment right to free expression.\(^\text{112}\) At issue was a North Carolina law that barred registered sex offenders from using social networking sites if those networks were also available to minor children.\(^\text{113}\) One such registered sex offender was arrested for logging onto Facebook simply to thank God that his traffic ticket was dismissed.\(^\text{114}\) On appeal from conviction in the North Carolina state courts, the Supreme Court reversed.\(^\text{115}\) Justice Kennedy, writing for the majority, described the ability of “persons [to] have access to places where they can speak and listen” as a “fundamental principle of the First Amendment.”\(^\text{116}\) He described “cyberspace” as the most important forum for the exchange of ideas, referring to “the ‘vast democratic forums of the Internet’ in general, and social media in particular.”\(^\text{117}\) Justice Kennedy warned that “[t]he nature of a revolution in thought can be that, in its early stages, even its participants may be unaware of it.”\(^\text{118}\) The transformations brought to society by the internet amounted to a revolution, and Justice Kennedy warned that the Court should “exercise extreme caution before suggesting that the First Amendment provides scant protection for access to vast networks in that medium.”\(^\text{119}\) The Court consequently held that a law denying access to social media prevented the defendant from freely exercising his First Amendment rights and so was unconstitutional.\(^\text{120}\) The reversal nonetheless rested on the fact that at issue was a state law, not the actions of a private entity.\(^\text{121}\)

In wake of the holding in *Packingham* (or, more exactly, Justice Kennedy’s rhetoric), lower courts have had a mixed approach to treating social media as a public forum graced with First Amendment protection. In the most celebrated case, the Twitter profile of the President of the United States was deemed a public forum and thus subject to First Amendment protection.\(^\text{122}\) Several Twitter users tweeted messages critical of President Donald Trump to his official Twitter profile, @realDonaldTrump; the President blocked them soon after, such that neither party could view the other’s tweets.\(^\text{123}\) The Knight First Amendment Institute and the blocked accounts
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suited the President and his press secretary. The district court held that the President’s Twitter account, because it offered a space where the general public could interact with a public official, constituted a public forum. Therefore, “[t]he viewpoint-based exclusion of the individual plaintiffs from that designated public forum [was] proscribed by the First Amendment and [could not] be justified by the President’s personal First Amendment interests.” The court noted Justice Kennedy’s dicta describing the internet as a “vast democratic forum,” but due to the lack of other historical precedents it did not find Packingham dispositive by itself.

Suits against private entities in the lower courts have yet to be fully resolved, and these have gone both for and against the idea of social media as a modern public forum. One of the latter such cases involved a YouTube user’s suit against Google, YouTube’s parent company, dismissed for failure to state a colorable claim of state action. Prager University, a conservative-leaning YouTube channel, claimed that YouTube was unjustly censoring its videos, primarily by placing age restrictions on them—thus limiting their visibility in searches on the site—and by demonetizing them by stripping the videos of the ability to generate ad revenue. Recognizing that YouTube was a private entity, Prager cited Packingham as a basis for judging the social media site to be a public forum and thus subject to suit under the doctrine originating in Marsh. The court found this argument unconvincing, noting that Packingham involved a law and thus clearly involved state action. As for Marsh, the court looked at the line of cases stretching to Hudgens and held that Marsh’s doctrine was applicable only to a physical space, namely a company-owned town. YouTube simply did not engage “in one of the ‘very few’ public functions that were traditionally ‘exclusively reserved to the State.’”

One of the more recent cases to cite Packingham has, in fact, been allowed to proceed on the merits. In Sandvig v. Sessions, the plaintiffs are four professors seeking to analyze data from real estate websites to gauge the
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potential effects of racial discrimination. For some websites, such data mining is a violation of their terms of service as a kind of unauthorized access and would subject the researchers to criminal liability under federal law. The plaintiffs sued, arguing the law criminalizing the unauthorized access was a violation of their First Amendment rights to engage in expressive conduct, namely research. Normally, there would be no right of free speech allowing access to another’s private property, even a website. The court posed the question, “Why, then, would it violate the First Amendment to arrest those who engage in expressive activity on a privately owned website against the owner’s wishes? The answer is that, quite simply, the Internet is different.” Citing to Packingham, the court deemed the internet to be a public forum, subject to First Amendment protections. The terms of service imposed by privately owned websites were not dispositive, as “simply placing contractual conditions on accounts that anyone can create, as social media and many other sites do, does not remove a website from the First Amendment protections of the public Internet.” Thus, the court permitted the plaintiff’s First Amendment claims to proceed, though it should be noted that despite the court’s reasoning, the defendant was a state actor—namely, the then-sitting Attorney General of the United States.

The Court recently took up the question of access in a similar situation: public access cable channels. The case did not involve nor even mention the internet, but it reaffirmed a strict adherence to the state action doctrine. There, filmmakers claimed it was a First Amendment violation when Manhattan Neighborhood Network (MNN) refused to air their content. MNN is a private entity, but New York City designated it as the local public access television network to enable those outside the mainstream media to produce and air content. Despite its status being government given, the Court ruled that MNN was not a state actor. Justice Kavanaugh put it bluntly: “The Free Speech Clause does not prohibit private abridgment of speech.” Exceptions to the state action doctrine apply only when a private actor
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engages in activities historically reserved to the government, and the “operation of public access channels on a cable system is not a traditional, exclusive public function.”152 The Court noted such functions include “running elections and operating a company town.”153 As will be discussed later in this Note, online social media has gained a role in the conduct of elections. Moreover, MNN claims that, at most, it reaches “hundreds of thousands” of people.154 Online social media, this Note shall show, is much, much larger.

It remains to be seen exactly how the courts will treat free speech issues on the internet in the wake of Packingham. It is possible for a private entity to be subject to First Amendment challenges if it serves a public function akin to a state actor, a doctrine that dates to Marsh. But Marsh applied the doctrine in the unique situation of a company-owned town, a very specific kind of physical space. Social media’s control, meanwhile, is best reflected by viewing social media as a digital town.

II. SOCIAL MEDIA: THE PUBLIC FORUM OF TODAY

This Part will look at the role social media plays as the modern public forum. It will begin by looking at the size and reach of the largest social media platforms, with a particular focus on Twitter, Facebook, and YouTube. These platforms are among the most visited websites and are increasingly not only a primary source of news, but a primary battlefield for elections. With their immense size comes a system of content and disclosure regulations that mimics the regulatory power of a state while being entirely controlled by the social media entities themselves. These enforcement activities have already had a censorial effect that would be impermissible in government hands.

A. The Size and Power of Social Media

Twitter, Facebook, and YouTube—all American companies—dominate online content sharing.155 YouTube was the second most visited website in the United States in 2018, after Google, with Facebook coming in third.156 Twitter was the eighth most visited site.157 Interestingly, the first and second
most visited sites, Google and YouTube, are owned by the same parent company, Alphabet. The high traffic reflects the sheer mass of people who use the most popular social media sites. Facebook alone has 2.234 billion users globally, followed by YouTube at 1.9 billion. Twitter has 335 million users. By way of comparison, the world’s most populous country, China, has 1.4 billion people, and the United States is home to around 327 million. Thus, the two most visited and most used social media sites, Facebook and YouTube, are individually home to more people than the largest nation in the world.

Within the United States, 60% of the population uses social media at least once a month, and in turn Facebook alone is used by 60% of all internet users, or 169.5 million people. YouTube represents a similar share of the population, with 58% of Americans using that site. Americans’ use of social media goes beyond conversing with friends. The Pew Research Center found that in 2017, 43% of Americans frequently got their news online, closing in on the 50% who primarily relied on television. More importantly, fully two-thirds of Americans reported getting at least some of their news from social media. Facebook was once again the clear leader, with some 45% of Americans getting news on that site. These users often overlap, with 26% of Americans getting news from more than one social media site.

Social media sites do not passively observe the activities of their millions of users. Social media users’ activities can be tracked by the websites and the collected data can be used for microtargeting, wherein the sites build up a psychological profile of the user and target advertisements tailored to the user’s personality. Facebook’s user interface lends itself to this kind of data collection and analysis, as users can indicate their preferences for certain topics—from fashion to politics—through “likes.” By compiling these likes, data analysts can make predictions about a user’s demographic information, including political affiliation. People’s deepest attributes can be
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“automatically and accurately” gleaned from their Facebook likes, and that is before analyzing things such as their online purchases or search histories.171

Targeted advertising based on social media analysis has great political ramifications that have already changed elections in the United States. Microtargeting was first used on a wide scale for political advertising in the United States during the 2012 presidential elections.172 Government action had made the data crunching easier: in the wake of the controversies over the 2000 presidential election, voter registration information was digitized.173 Analysts hired by the presidential campaigns used the digitized voter rolls to match social media users with potential voters and targeted ads accordingly.174 The Obama campaign looked up those who were voting early in the election and used their social media profiles to gauge which candidate they were likely to have voted for, hoping to identify areas where Obama was likely trailing his challenger.175 The campaign then used that information to target get-out-the-vote ads at likely Democratic voters in those areas; President Obama went on to win reelection.176

The political use of social media reached new levels of notoriety in the 2016 presidential election. Facebook in particular came under scrutiny for the role it played in the final outcome: the election of Donald Trump.177 During that election, Facebook offered to embed its operatives in each of the opposing campaigns to assist them in crafting their Facebook outreach.178 While Hillary Clinton’s campaign declined, President Trump’s campaign accepted.179 The Trump campaign also worked with embedded operatives from Google and Twitter, as well as the private firm Cambridge Analytica, all under the direction of Brad Parscale.180 Parscale took charge of data analysis, using it to frame microtargeting campaigns in crucial swing states like
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Michigan and Wisconsin.\textsuperscript{181} The Trump campaign also used social media as a major source of campaign money; the campaign netted $280 million from fundraising on Facebook alone.\textsuperscript{182} Though both campaigns used microtargeting on social media, the Trump campaign was far more aggressive—and ultimately effective—than the Clinton campaign.\textsuperscript{183} Indeed, the Trump campaign spent 47\% of its advertising budget on digital media, while the Clinton campaign spent just 8\%.\textsuperscript{184} Trump focused on men and conservatives—his putative base,\textsuperscript{185} and a strategy that contributed to his election. A subsequent study found that Trump’s microtargeting of Republicans with Facebook ads increased their likelihood to vote by 5\%–10\%.\textsuperscript{186} Facebook ads also had the effect of turning undecided voters toward the Trump campaign.\textsuperscript{187} Theresa Hong, another digital content worker for the Trump campaign, stated bluntly that “[w]ithout Facebook we wouldn’t have won.”\textsuperscript{188}

Facebook itself had tested its ability to influence voting in a prior election. During the 2010 midterm elections, Facebook targeted sixty million of its users with messages encouraging the site’s visitors to go out and vote, though it did not advocate for any particular candidate or party.\textsuperscript{189} Those who viewed the message could click a button to announce they had voted and see up to six friends who had done the same.\textsuperscript{190} Facebook analyzed its users’ data and found that the messages encouraged some 60,000 people to vote who otherwise would not have, and they in turn encouraged a total of 340,000 additional voters.\textsuperscript{191} For Jonathan Zittrain, a professor at Harvard Law School, the success of Facebook’s experiment raised the specter of “digital gerrymandering,” which he defined as “the selective presentation of information by an intermediary to meet its agenda rather than to serve its users.”\textsuperscript{192} Should Facebook target such a get-out-the-vote campaign at users of a certain political stance, and exclude those identifying with the opposite camp, a single private company could potentially swing an election.\textsuperscript{193} Facebook’s intentions aside, its power to influence voters is readily apparent.\textsuperscript{194}

\textsuperscript{181} Parscale: TV News “Thought I Was a Joke,” supra note 32. Oddly enough, according to Parscale, Donald Trump himself was skeptical of the value of digital advertising, preferring to focus on television commercials. His doubts were dispelled only after his victory. \textit{Id.}
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\textsuperscript{194} Facebook did introduce new procedures after the 2016 elections to deter the spread of “fake news” and misleading information, which some argue heavily reduced Facebook’s
It is no surprise that the largest social media sites are the focus of such intense political activity. The utility of social networks depends on their size, as a network with a small number of users has less value than a larger one. There is simply more information to be gleaned from a larger network of people, a benefit to users and advertisers alike. Social media sites with “few users are worthless except for niche purposes.” Such niche purposes often have negative effects. Gab is a nascent social networking site specifically founded to promote free speech and challenge the dominance of the larger social media sites. Compared to the billions on Facebook, Gab is microscopic: in 2018, it reported having only 394,000 users. Given its few restrictions on the nature of content, it has attracted a large number of so-called “alt-right” users, including violent racists and white supremacists banned from the larger sites for their hateful comments. This is hardly an enticing alternative to Facebook, and is but one example of how high the barriers are to breaking Facebook’s dominance in social media use.

B. Social Media’s Control Over Content

Moreover, the control that the leading social media sites exert on the content their users publish is increasingly reminiscent of that a state entity would exercise. As Mark Zuckerberg, the founder of Facebook, himself said, “In a lot of ways Facebook is more like a government than a traditional company. We have this large community of people, and more than other technology companies we’re really setting policies.”

Facebook stands out among social media sites because of its sheer size. Its regulations on content thus affect an immense group of people. Facebook requires its users to abide by its terms of service. These influence in the 2018 elections. See Alexis C. Madrigal, The Facebook Election That Wasn’t, ATLANTIC (Nov. 6, 2018), https://www.theatlantic.com/technology/archive/2018/11/the-facebook-election-that-wasnt/574996/.
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expressly state that users must adhere to Facebook’s community standards. These standards describe Facebook as a place for people “to share their experiences, connect with friends and family, and build communities.” The standards serve to keep “abuse off our service,” and they apply “around the world, and to all types of content.” These standards are meant to be as comprehensive and far reaching as possible; Facebook states that even “content that might not be considered hateful may still be removed for violating a different policy.” Those who violate Facebook’s standards face varying levels of consequences based on the nature of the infraction. First-time violators may get off with only a warning, but serial violators may see their ability to post content restricted or have their profiles disabled entirely. The standards explicitly ban the use of hate speech, which are defined as an attack on people based on certain “protected characteristics—race, ethnicity, national origin, religious affiliation, sexual orientation, caste, sex, gender, gender identity, and serious disease or disability.” An “attack” is defined as “violent or dehumanizing speech, statements of inferiority, or calls for exclusion or segregation.” Such regulations are among the reasons many extremists have moved to other sites such as Gab, where the echo-chamber effect may actually radicalize such persons further. The community standards and terms of service show that, even while serving as a public forum, Facebook intends to maintain limits on what content is permissible on its site.

Facebook’s mechanism for enforcing its standards ultimately relies on a mix of digital and human means. Given the sheer size of Facebook’s user base, it necessarily relies on automatic digital processes to proactively flag content. Nonetheless, millions of reports must still be reviewed by human moderators, trained by Facebook in its standards. Facebook employs at least forty-five hundred content moderators, who work out of undisclosed locations around the world. The job can be incredibly stressful, and the nature of the content has at times left some moderators traumatized.
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Facebook’s moderators find themselves trying to balance the ability of Facebook’s users to express themselves with Facebook’s goal of blocking harmful content as defined in its community standards. As Carl Miller, a social media researcher at the thinktank Demos, put it: “Private companies are doing what we’ve only really expected constituted officials of sovereign power to do.”

In fact, this regulation of content stands in contrast to what American jurisprudence permits of government actors. When American courts review restrictions on speech, they subject those that focus on the content of that speech to strict scrutiny. Indeed, in the eyes of the Supreme Court, “[t]he Constitution demands that content-based restrictions on speech be presumed invalid . . . and that the Government bear the burden of showing their constitutionality.” There are some kinds of speech that can be restricted based on content, but these are limited to a small number of “historic and traditional categories” of speech, including incitement, obscenity, defamation, speech integral to criminal conduct, fighting words, child pornography, fraud, true threats, and “speech presenting some grave and imminent threat the government has the power to prevent.” Facebook, in contrast, follows a much stricter standard for what it considers “hate speech,” as described above. For the nearly two-thirds of Americans who use Facebook, their online speech is subject to stricter restrictions based on content than is their everyday speech, based on free speech jurisprudence.

Most interestingly, Facebook has introduced rules governing the disclosure of political ads on its site that closely parallel those in place in American election law. Facebook faced heavy criticism for allowing political ads on its site that were paid for by Russian agents intending to influence the 2016 election. Facebook adopted a policy on political ads that subjected such ads to special requirements, stating, “[a]dvertisers can run ads about social issues, elections or politics, provided the advertiser complies with all applicable laws and the authorization process required by Facebook.” The policy applies to any ads paid for by a political candidate, promoting voting, relating to “any social issue in any place where the ad is being run,” or subject to
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regulation as political advertising. Facebook will not approve an ad that does not comply with laws regarding political advertising. Facebook put the new policy into effect on May 24, 2018. It now requires all “election-related and issue ads” to include a “Paid for by” disclaimer. This mimics exactly the requirements of U.S. election law for campaign advertisements. Under the Bipartisan Campaign Reform Act of 2002, candidates for political office must identify themselves and give explicit statements of endorsement for any advertisements run by their campaigns. The law applies only to radio and television ads. Federal regulations also require disclosure for printed material. Now, there also exist regulations for online advertising, not due to any government action, but due to the action of the world’s largest social networking site.

The other large social media sites maintain similar content regulation regimes. Twitter initially stood out for its commitment to unfettered expression, bluntly declaring that Twitter represented the “free speech wing of the free speech party.” Now its cofounder, Evan Williams, has expressed doubts, saying, “I thought once everybody could speak freely and exchange information and ideas, the world is automatically going to be a better place . . . . I was wrong about that.” In light of that change of heart, Twitter requires that its users abide by its Twitter rules. The rules are much like Facebook’s community standards: promoting violence, making threats, and harassing particular groups, which includes the use of “[h]ateful conduct,” are all prohibited. Moreover, Twitter’s terms “may change from time to time, at [its] discretion.”

YouTube also maintains its own rules, including provisions for keeping videos up while stripping them of advertising revenue. YouTube restricts
access to videos that it judges to be “[n]ot suitable for most advertisers.”236 This means that the videos will be limited in their appearances in searches and will not host ads, thus generating no advertising revenue for users who choose to post the videos.237 YouTube’s decision to demonetize videos hurt many content creators, as they relied on YouTube ad revenue to finance their operations.238

The social media companies regulate content for their own purposes—namely, advertising revenue. A service dominated by extremist, violent, or pornographic content would not draw in many users, hurting the social media companies’ opportunities for selling ads.239 As noted by Kate Klonick of St. John’s University Law School, “the primary reason companies take down obscene and violent material is the threat that allowing such material poses to potential profits based in advertising revenue.”240 However, as noted, the social media sites operate outside any government control, and are not subject to the same limits as the government. In particular, Facebook’s attempt to pinpoint the source of ads could have a chilling effect on political discourse. New York Times tech columnist Farhad Manjoo has pointed out that Facebook is indeed becoming governmental in its reach and control, especially with regards to politically oriented posts.241 He observed,

Facebook would sort of be in some way the arbiter for what’s right and wrong on Facebook. That may help with the fake news problem. I think it’s unclear at this point. But the kind of upshot of that is, on the other hand, you get Facebook kind of acting as something like the ministry of information for kind of every country in which it operates, where, you know, it might be able to decide, like, this is true, and this is not true.242

The incredible size and wide-reaching influence of the largest social media sites reveals the immense importance they hold in public discourse in the twenty-first century. Some observers have already likened it to a modern public square. Zeynep Tufekci, a professor at the University of North Carolina, has explicitly called the internet “our social commons.”243 Social interaction is a key part of being human, and so every society has its “commons,” a

237 See id.
240 Klonick, supra note 155, at 1627.
242 Id.
243 Tufekci, Google Buzz, supra note, at 39.
place where people can most easily engage in social interaction. Using social media—and particularly Facebook, given its massive user base—is hardly “optional.” Professor Tufekci compared a decision not to use social media as akin to a decision not to use antibiotics—technically it is an option, but the results will be very negative. Hundreds upon hundreds of millions of people use Facebook as their social commons, expecting to find it a free space with which to interact with others. And yet this social infrastructure is under complete private control, which Tufekci explicitly calls a “company town.” The parallels to Marsh could not be more clear, for the digital company town of today has a level of control over public discourse much like that Justice Black feared. As Justice Black said in Marsh, “The more an owner, for his advantage, opens up his property for use by the public in general, the more do his rights become circumscribed by the statutory and constitutional rights of those who use it.”

Like Professor Tufekci, Professor Tim Wu of Columbia Law School points out that social interaction is in a special category. Information is no normal commodity. The passage of information necessarily involves individual expression in a way any other product could not. Wu sees the social media giants as part of an information industry embedded into the economic, political, and social lives of all of us. Social media thus plays an integral part in the very question of whose voice gets heard in our society. Leslie Berlin, a historian of technology at Stanford, has acknowledged the immense power Facebook could potentially wield over the flow of information in society: “[T]he question Mark Zuckerberg is dealing with is: Should my company be the arbiter of truth and decency for two billion people? Nobody in the history of technology has dealt with that.”

As Wu points out, there is a discomforting historical parallel to this situation. In the 1930s, movie production in Hollywood came under the control of a private monopoly that enforced strict rules of what could and could not be depicted onscreen. Catholic activists had long been clamoring for more regulation of the content of motion pictures, believing their wanton depictions of sexuality and crime had a corrupting influence on society.
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Their criticisms were hurting the public image of the film industry, and the filmmakers feared the public outcry might invite a government crackdown. In response to such criticism, Hollywood, acting through the Motion Picture Producers and Distributors of America (MPPDA), moved to censor itself through the implementation of the Production Code in 1934. The code required films to maintain a clear distinction between the concepts of good and evil, as understood by Hollywood’s conservative critics, and severely restricted any depictions of sexuality. No theater could show a film that violated the code, to which all film production companies acceded, without being heavily fined.

Implementation of the code fell under the influence of one particularly powerful member of the MPPDA, Joseph Breen, a conservative Catholic who in time became the sole judge of whether or not a film met the requirements of the code. That such an immense power over expression was vested in one man was not lost on observers at the time. One magazine described Breen as having probably “more influence in standardizing world thinking than Mussolini, Hitler, or Stalin,” and “possibly more than the Pope.” It was not until after World War II, when television and foreign films started offering viable entertainment alternatives to Hollywood films, that the code’s grip started to slip. Still, it was only abandoned in 1968, and replaced with the modern rating system.

Such a standardization in thinking resulted from the control of only one medium, film, while social media has a much wider reach. The censorship did not come from the government, but the control over an entire form of expression was still total. Wu regards the historical example of the code as a kind of barrier to entry to the “marketplace of ideas.” The idea of such a market for ideas originates in a famous dissenting opinion from one of the most celebrated Justices of the Supreme Court, Oliver Wendell Holmes Jr. Writing in Abrams v. United States, he argued that “the ultimate good desired
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is better reached by free trade in ideas—that the best test of truth is the power of the thought to get itself accepted in the competition of the market.”

As Wu notes, private action can serve as much as a stumbling block to certain kinds of expression as government action.

The largest social media sites of today have such a dominant role in discourse over the internet that it is hard for any meaningful expression of ideas to occur outside their reach. Billions of people are on Facebook alone, in effect transitioning the social commons onto a single platform. Facebook, YouTube, and Twitter all have regulations that, for good or ill, determine what content can appear on those sites. In the case of political ads, Facebook has regulations that parallel those put in place by the United States government. This comes at a time when American elections are increasingly waged on social media and when some forces are already finding their voices silenced on those platforms. Even the closest historical parallel, the Hollywood Code, does not reach the scale of social media’s control, as film remained in competition with other media for entertainment and so offered the public an alternative means of expression. With social media, the lack of meaningful alternatives means that free expression exists at the sufferance of the private entities that dominate so many aspects of modern life.

III. Can We Do Anything? Should We?

This Part will consider the main possible objections to the regulation of privately owned social media companies as private entities. First, it may be objected that the social media companies are publishers and so have their own free speech rights in their decisions regarding what content appears on their sites. This ignores the fact, however, that the social media sites are not acting as publishers, openly soliciting content. Rather, the users are the publishers. Second, since the government is much more limited in its ability to censor hateful content, treating social media companies as state actors would likewise limit their ability to do the same. But limiting access to even the largest social media sites does not prevent extremists from engaging in hateful conduct elsewhere, including violence. At any rate, the free speech rights of all social media users—the vast majority of us—are at stake, and so this interest must take precedence.

A. Social Media Are Not Publishers

It is certainly true that entities that publish content have their own free speech rights just as the creators of that content do. The Supreme Court held as much in Miami Herald Publishing Co. v. Tornillo. Florida law at the time required newspapers that published editorials critical of a candidate to allow that candidate to publish a response in the same paper. The Court
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acknowledged that access to alternative means of expressing an objection were limited, given that many media interests are concentrated in the same hands.\textsuperscript{274} But newspapers were (and are) themselves engaged in speech, and have the right to express their views without being forced by the government to express the views of others.\textsuperscript{275} The Court was adamant:

> The choice of material to go into a newspaper, . . . whether fair or unfair[, ] constitute[s] the exercise of editorial control and judgment. It has yet to be demonstrated how governmental regulation of this crucial process can be exercised consistent with First Amendment guarantees of a free press as they have evolved to this time.\textsuperscript{276}

The Florida law was thus unconstitutional.\textsuperscript{277}

The largest social media sites have not held themselves out as publishers, and in relation to the content created by their users, do indeed act more like forums than publishers.\textsuperscript{278} Packingham suggests that the Court considers social media to be a public forum rather a collection of publishers.\textsuperscript{278} Moreover, social media platforms do not actively solicit specific content to be published on their sites, which Professor Klonick notes is “unlike how an editorial desk might solicit reporting or journalistic coverage.”\textsuperscript{279} This lack of active solicitation with regards to its users is in contrast to the publishing activities some social media sites do offer, like streaming original films.\textsuperscript{280} Describing social media sites as publishers would also go against their own self-characterizations. Facebook’s terms of service explicitly state that its service is meant to “[e]mpower you [the user] to express yourself and communicate about what matters to you.”\textsuperscript{281} YouTube declares its mission is “to give everyone a voice and show them the world.”\textsuperscript{282} It defines its values as based on freedom of expression, freedom of information, freedom of opportunity, and freedom to belong.\textsuperscript{283} The image social media sites create for themselves at least suggests a forum for others to create content, not a publisher of content itself.

Calling Facebook a publisher would contradict the statements of its own founder. Mark Zuckerberg was called before a U.S. Senate committee and was directly asked, “Are you a tech company, or are you the world’s largest publisher?”\textsuperscript{284} Zuckerberg responded, “I view us as a tech company, because
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the primary thing that we do is build technology and products." He proceeded to say that, nonetheless, he felt Facebook was responsible for the content on its site.

The law, however, exempts online content hosts—including social media—from responsibility for the content they host, explicitly defining them as not being publishers. Congress passed the Communications Decency Act in 1996 “to promote the continued development of the Internet” and “to preserve the vibrant and competitive free market that . . . exists for the Internet.” To that end, Congress included § 230(c), regarding the “blocking and screening of offensive material.” The law is succinct: “No provider or user of an interactive computer service shall be treated as the publisher or speaker of any information provided by another information content provider.” The section further immunizes online content hosts from civil liability for any action taken in good faith to restrict access to material that the host considers to be “obscene, lewd, lascivious, filthy, excessively violent, harassing, or otherwise objectionable, whether or not such material is constitutionally protected.” Torts such as defamation provide a good example of the ramifications of this immunity. Historically, publishing defamatory material opened the publisher to tort liability the same as the defamatory author. To prevent tort claims from hampering the development of the internet, Congress simply declared online content hosts not to be publishers by operation of law.

While a case involving § 230(c) of the law has not reached the U.S. Supreme Court, the lower courts have been “[n]ear-unanimous” in construing the law to provide internet content hosts immunity from any liability for content posted by third parties. Within a year of the law’s passage, the U.S. Court of Appeals for the Fourth Circuit handed down the first major decision involving the statute in Zeran v. America Online, Inc. There, the plaintiff had sued America Online for failing to remove defamatory posts made by unknown third parties. The court unanimously held that
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§ 230(c) barred any suit that would put the content host in the position of a publisher.\textsuperscript{295} Indeed, even if the host exercised a “publisher’s traditional editorial functions,” like deciding to remove content, any civil suit would be barred.\textsuperscript{296} Thus, even when an internet content host might in fact be a publisher, it would still not be one in the eyes of the law. Tellingly, the court in Zeran understood Congress’s purpose was to neutralize any threat “to freedom of speech in the new and burgeoning Internet medium.”\textsuperscript{297} Facebook, too, has taken advantage of § 230(c) to escape liability in a defamation suit.\textsuperscript{298} In that case, the court held that “a website does not create or develop content when it merely provides a neutral means by which third parties can post information of their own independent choosing online.”\textsuperscript{299} That holding succinctly states the true role social media sites play: not as publishers, but as hosts of the publications of others. To enjoy immunity from tort liability, social media sites must necessarily be public forums, not publishers, but by the same logic they lose the First Amendment protections for editorial decisions Tornillo extended to publishers.

B. The Issue of Hate Speech

Some might charge that, if subject to the same rules as the government, the social media sites would be unable to prevent hate speech from spreading.\textsuperscript{300} But banning extremist and hateful voices from the major social networks has not silenced them altogether. Pushing extremist users into forums where few, if any, countervailing voices can be heard risks “radicalizing” them further.\textsuperscript{301} Twitter’s policies caused many white supremacists to retreat to the alternative social networking site, Gab, and this created an echo-chamber effect whereby the most violent and extreme voices were amplified.\textsuperscript{302} Robert Bowers, the accused killer of eleven people at a Pittsburgh synagogue, was a Gab user and often posted anti-Semitic content on the site.\textsuperscript{303} Removing the most extreme content from the larger sites may have prevented it from reaching a wider audience, but it did not prevent extremism from reaching its most receptive audience. Moreover, the Pittsburgh shooting shows that restricting extremists from the main social media sites will not eliminate violence altogether. It even raises the possibility that exclusion will only exacerbate the issue, building resentment in banned individuals that will feed a cycle of hate. As journalist Ian Miles Cheong pointed out, “if you drive them underground . . . they’re going to radicalize further.”\textsuperscript{304} He added that
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“[t]he best way to counter arguments is to provide good arguments.”

That line is reminiscent of Justice Kennedy’s admonition in United States v. Alvarez—“The remedy for speech that is false is speech that is true.” The American tradition is to meet hateful speech with nobler, and more numerous, speech.

At stake also are the free speech rights of the majority of users who are not engaged in hateful conduct. As historian Niall Ferguson has noted, permitting obscene or even hateful content may be worth its risks, as it is preferable to a system where “our freedom of speech [is] circumscribed by the community standards of unaccountable private companies, run by men who imagine themselves to be emperors.”

CONCLUSION

This Note has argued that the public function exception to the state action doctrine should include the largest social media companies. The free spread of information is undoubtedly a major component of a free and democratic society. Traditionally, the government was seen as the primary threat to the free expression of ideas. Historically, the government could not touch free expression based on its content, but for exceptions for things such as libel, incitement of violence, or fraud. One notable exception was made in Marsh, for a company town. There, a private entity owned the entire municipality and was responsible for all municipal functions. Because the private entity functioned in all respects like a city, it was, for all intents and purposes, a state actor. As such, it was subject to claims based on the First Amendment’s protection of free speech.

Marsh has long since been treated as being of limited utility. Most privately owned public places do not have the same level of total control as the company town in Marsh. But in the twenty-first century, there is a noncorporeal company town. Expression on the internet is conducted on social media sites. Facebook alone has two billion members—in essence, the largest nation on Earth. Twitter has a user base larger than the population of the United States. Within the United States, social media is well on its way to outstripping traditional media as the main source of information for the public. Social media has already had an enormous impact on the political world. Facebook has even imposed regulations on electoral advertising of the same nature as the law requires in offline media. The internet, and especially social media, is indeed the modern public forum. And yet the largest social media companies have so far remained immune from any judicial remedies should they violate the free expression of their users. The law does, in fact, and should, allow an exception to the state action doctrine when private power becomes so great it threatens freedom in the same way as does a state.
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